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Key messages

THE NATURE OF Al METHODS
NEEDS NEW VALIDATION
CONCEPTS

KORBER wega Breakfast Al in GxP environment

WERUM HAS INITIATED A GAMP
GROUP AND IS CONTRIBUTING TO
THE CREATION OF A GUIDELINE
FOR VALIDATING Al IN THE
PHARMACEUTICAL INDUSTRY

. @
\Ta

WERUM HAS DEVELOPED A
PRODUCT WHICH USES AN Al
METHOD TO CONTROL A
CHROMATOGRAPHY PROCESS

MOST OF THE VALIDATION
CONCEPTS ARE IMPLEMENTED IN
THIS PRODUCT
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The nature of Al methods: Black Box Models

In white box models there is a clear algorithm to map input to output

Example: model of electrical engine for the derivation of a differential equation

L N

R
" : UAt=URt+ULt+dEwt
Ua(t)

A black box model predicts an output based on input data and trained
knowledge

Example: Recognition of cats

Could be cats with probability 95%
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GAMP D-A-CH Group: Al Validation

ISPE
GAMP SIG
Al
validation

Pharma
Companies

ISPE

S {VIsl/M GANMP D-A-CH
companies Group

Al Validation

Authorities

Suppliers
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Facts:
* Founded September 2019 at the GAMP DACH Forum in Frankfurt
* Approx. 22 Members

Goal:
« Create guidance on how to make use of Al in a GxP-compliant manner.

Guideline TABLE OF CONTENTS
1 Introduction
2 Al Governance and Validation Framework

2.1 Roles and Responsibilities
2.2 Application Life Cycle
2.3 Elements of an Al Application
2.4 Technology and Tools
3 Management Appendices
3.1 Corporate Al Program
3.2 Al Maturity Model
3.3 Human Factors
3.4 Data Audit Trail and Audit Trail Review
3.5 Data Auditing and Periodic Review
3.6 Inspection Readiness

4 Development lifecycle for data driven software
5 Appendices
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Elements to build the model for an Al Application

Suitable
model?

Set of Model Untrained Model Trained '\\"/gﬂf' Verified
algorithm Selection Model Training Model . Model
ication
Data set for W Data set for W Data set for W
training verification testing
t 1 )

Historical Historical W
Data set 1 Data set n
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Elements of Al application in operation

Classical
validation
of Al Retraining
: Application required
Process Operating
Data 1 ETL Al Application

\
Data set for

operating

Result
Tested Results Verification

Model

Process Operating
Data n ETL
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Al model life cycle

( Use case
Documented
— guality controls
,vonitoring o User requirements are associated
input data and e h
result quality \ with each step
/ ( Process- & data )
Usage of Al understanding
application *
+ Model selection
(algorithm, parameters)
Classical *
Validation of Al
application Model optlmlzatlon

(algorithm, parameters) MOdeI trammg )

\( odel verlflcatlon)
Model test )/
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Integration of
tested model in Al
application




Combining validation of Al model with Al application

Validation of classical software and data driven software

Use case

User requirements
Process- & data
understanding

(algorithm, parameters)

A Model training
Model optimization Model verification
X

Change-
manegment

Monitoring of input
data and result
quality

Functional Qu allty
testing KPls

using

Requirement Ongoing
testing validation

Usage of Al
application

Model selection

: Classical
Build & validation of Al
Deployment application

Usage of Al
application

Quality

KPls

(algorithm, parameters)
Integration of

¥ Model optimization
(algorithm, parsmeters)

training

Integration of
tested model in Al
application

tested model in Al
application
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Al Maturity Model

Goal

Validation categories
depending on control
designs and level
autonomy of the Al
system

KORBE
wega Breakfast Al in GxP environment

Autonomy

Stage S

Staged

Stage 3

Stage 2

Stage 1

Stage O

Al Validation Category VI

=

@)

o0}

Q

©

<l Al Validation Al Validation

2 CategorylV  CategoryV

j

S

X Al Validation Category IlI
Al Validation X

Category I
Stage 1 Stage 2 : Stage 3 : Stage 4 Stage S5 N

Control Design
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Al Validation Categories

Stringency of the validation procedure should be based on the Al autonomy and maturity

Al Val. Description
Categories

I No Validation required "
I Validation of computerized system, but no dedicated focus on Autenemy

Al Stage 5
1 Additionally: -+ Al Validation Category VI
e Documented justification why a model was selected. Stage 4 =
e Training data verification T &
L
e Model quality assurance after training Stage3 3 o L
o . = Al Validation Al Validation
e Input data monitoring in operation | = Category IV Category V
(O
IV Additionally: R
e Monitoring of model quality in operation ; e
Stage 1 Al Validation Category IlI

e Controlling quality KPIs and notification process

Vv Additionally: Al Validation X

Ses0 Category Il
e Periodical re-test with defined test data set gory "

L ) —

Stage 1 Stage 2 Stage 3 Stage 4 Stage S

e Assurance of self-control
VI Currently no validation concept available
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Use case — Chromatography Column

N
biopharmaceutical API production,
upstream process

y,
decision for start of main fractioning b
process done by human experts
based on HPCL data )

<
add technical decision support to
optimize yield

y,

)
use historical data to predict best initial
time for future fractioning process

J
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Process- & data understanding

Start main extraction:

It would be simple if the
operator would know the
whole story

HPLC curves, Charge: example

w

Contaminants [unit]

KORBER

... but he doesn’t...

Decide now!

Dez 05 18:00 Dez 06 00:00 Dez 06 06:00
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+ &

Dez 06 12:00

vertical lines: (black) actual initial and finishing time of HF

-

o

[mun] |e::nna:nmumqa

... and there are
variations from
batch to batch:

23.03.2021

12



Process- & data understanding

... available up to a Result quality
certain early date surprisingly good and
before and calculate mostly better than
the start time manual

The idea:
Use Al to predict all curves
based on the information...

. Optimal vs. predicted optimal initialisation times,
HPLC curves, Charge. example NK_F, ncharges: 40, nepochs: 1000

4

ananan

aaaaaa

w

-

Predict now

R+ ©

Dez 05 18:00 Dez 06 00:00 Dez 06 06:00 Dez 06 12:00
e, year: 2017

Contaminants [unit]
N
[mun] |e::nna:nmumq8

o

N
n

o

=]

b
[=]
(=]

= ME == SD -- QD50 — QD75 — R - R2

21 ----28---42.28 - 11 - 24 75 --- 0.826 —- 0.683

500 o600 700
vertical lines: (black) actual initial and finishing time of HF optimal [minute]
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Process- & data understanding

Use case

Monitring of
input data and
result quality

User requirements.

Usage of Al
application

Model selection

{agorithm, parametars)
Model optimization

(slgorrinm, parameters) ' Model training
Model verification

Model test

Classical
Validation of Al
application

Integration of
tested model in Al
application

©

Contaminants [unit]
S

Concentration of APl and byproducts : Polarimeter data

Component 1 and Component 2 in [unit]
[nun] ¢ yusuodwon

Dez 05 18:00 Dez 06 00:00 . Dez 06 06:00 Dez 06 12:00 Dez 05 18:00 Dez 06 00:00 . . Dez 08 06:00 Dez 06 12:00

vertical lines: (black) actual initial and finishing time of HF vertical lines: (black) actual initial and finishing time of HF

Material flow

Metadata
 Limits for impurity
» time dependency

Massflux [unit]

Dez 05 18:00 Dez 06 00:00 Dez 06 06:00 Dez 06 12:00

vertical lines: (black) actual initial and finishing time of HF
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What were the next steps?

%/ Short Term Memory (L2

Create a model to predict the curves at
a point of time before extraction start

Use the predicted curves to calculate
the best extraction start

Today: Notify operator about the
predicted extraction start

(Future: Start extraction automatically)

KORBER wega Breakfast Al in GxP environment

 Produce best yield

« Keep impurity below the

defined limits

3/23/2021
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Possible Benefit

yield of pharmaceutical and contamination vs. initiation time of extraction
\ 1
3 prase: 1302 { |
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Optimal Actual

yield of pharmaceutical and contaminsion time of extraction

phase: 13.02 phase: 13.03

HF start: 955.5 kg

0.3%, 965.6 kg

NK_G

Possible yield
vertical lines: (black) actual start time of HF, (color) NK condition fulfilled if HF was sta -
extension

(2]
o
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Use case

Monitaring of

Model Selection i

Process- & data

Usage of Al understanding

application
A mostly complete chart of

owmwca  Neural Networks ... (w5

application Model optimization

Naive Bayes Input Cell ©2016 Fiodor van Veen - asimavinstitute.arg = (egorten,sarameters) Model training
- o v *
f W<t Integration of
[ Averaged One-Depender @ Noisy Inpu Call WIA\"\ et

L Perceptron (P) Feed Forward (FF)  Radial Basis Network (RBF) R 5 soplication Mode! verifcation
Bayesian Belief Network ( @ ridtencen """’.‘I’v‘.‘:‘

7
Deep Boltzmann Machine (DEM) Bayesian Al
i ~ Gaussian Naive Bayes o 9 WA Model test
Deep Belief Networks (DBN) | / ——————— © Probablistic Hidden Cell

- ~| Deep Learning \__Multinomial Naive Bayes
Convolutional Neural Network (CNN)  7——— | -
| \ ' Bayesian Network (BN)
Stacked Auto-Encoders ) \ | —_— @ outoutcell .9 ... .9
/ Classification and Re NN N EN) NN
Random Forest / - - - @ watch input output Cell % ;’( }'{ % }'{ }'{ 9N
) A f [ Iterative Dichotomise KR Kol
Gradient Boosting Machines (GEM) | { 'I'fC-ts— @ recurrent cell ..

@ spiing Hidden Cell Recurrent Neural Network (RNN)  Long / Short Term Memory (LSTM)  Gated Recurrent Unit (GRU)
o oA =

|
Boosting |
79‘. 5.0 © wemoryceu Auto Encoder (AE)  Variational AE (VAE) Denoising AE (DAE) Sparse AE (SAE)
Bootstrapped Aggregation (Bagging) Ensemble \ Decision Tree '
\ - Chi-squared Autom: . Different Memory Cell
AdaBoost e

\_ Decision 5tump Kernel

Stacked Generalization (Blending) /| \ ] - -
: - { \ / I\ Conditional Decision O convolution or Pool
Gradient Boosted Regression Trees (GBRT) / | —_—

Radial Basis Function Network (RBFN)

M5

Perceptron ) [ _Principal oy chin (MO Hopfield Network (HN)  Boltemann Machine (BM)  Restricted M (REM) Deep Belief Netwark (DBN)
——— | Neural Networks \ [ [ Partial Le
Back-Propagation ,—— | N S l—— AN SR
Hopfield Network /-'I (_--I\a'lachine Learning Algorithms ||./—53m.m.on 4 I / v }.{’.\}.{0’!} W
- T [ Multidim¢ 7 A e e e
Ridge Regression ] \ ' et v
) T ———— ; | [ Projectiol
Least Absolute Shrinkage and Selection Operator (LASS0) | A~ / I
- ~,_Regularization I \ _ . ) )
Elastic Net ~—— f “.__ Dimensionality Reduction |
] 1
— | Mixture [
Cubist / -

N /] \ | Quadratii
One Rule (OneR) | J S

1 .r': f '. .
- Rule System / / Regulariz
Zero Rule (ZeroR) }7/ \ |'.\g—_
— / \ \\_ Flexible [

r's
' Principal

Deep Convolutional Network (DCN) Deconvolutional Netwark (DN) Deep Convolutional Inverse Graphics Network (DCIGN)

Fartial Le
Least Angle Regression (LARS) -
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Repeated Incremental Pruning to Produce Error Reduction (RIPPER)

- - \_ Linear Di
Linear Regression -
I — k-Nearest Ne|ghba Generative Adversarial Network (GAN)  Liquid State Machine (LSM)  Extreme Learning Machine (ELM) Echo State Network (ESM)

‘ A
j -
\ Y
Ordinary Least Squares Regression (OLSR) | / (TN s -
Stenwise R — | / Y st Based [ Learning Vector Qu
epwise Regression / \_ Instance Based ,——
o . —g Regression / \ \—ﬁ\_ Self-Organizing Ma ,“zﬂzﬂ‘zﬂ‘
Multivariate Adaptive Regression Splines (MARS) \ e O AT SR A SR A
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| -Means

. . |
Logistic Regression / s K d
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Y Clustering I Medians Deep Residual Network (DRN) Kohonen Network (KN) - Support Vector Machine (SYM)  Neural Turing Machine (NTM)
\_@

i Expectation Maximizatio
1
\_ Hierarchical Clustering m
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Neural Net:
Experiments with Parameter Variation to get best Result Quality

A neural network is built like
the human brain and performs
In a similar way

The chosen neural network is
well suited to process graphics
and time series (image
recognition, translation, etc.)
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Training of the neural net

EI01E 18t hail

2016 Ind hat
2017 tat half
= 2017 2na ho|

Creates a model

Prediction model
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Verifying the Forecast Model

Existing curves

Compare both to

determine result
Take x% of the data

to verify the
prediction model

Prediction model

Ficthor

el

§

A —“._:-
}t"}'ri Qr”i

Predicted curves
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Predicted Curve and Actual Curve at 400 minutes

o
o
Ay
QO
——
-]
=
=

==actual = predicted

KORBER wega Breakfast Al in GxP environment

23.03.2021

21



Usage of the Model in Application

m
Actual time series

=

KORBER wega Breakfast Al in GxP environment

Data
aquisition

Dialogs

Prediction model

RN
KOAO

Prediction: APl concentration curve
Calculation: Best time to extract API

Goal: Best yield with
defined purity

23.03.2021
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Create Trust with Transparency

EMI.CC

AN0202/201

| EXTRACTION Finished

e 19:225 2110
08/18 08/19

Wl YIELD 897 kg
96 %

() STATUS @

m Extractions

PREDICTED

ol Yields

PREDICTED

AN0203/201

| EXTRACTION Finished

24:07  22:24

© PERIOD
08/20 08/20

Al YIELD 9469
95%

() STATUS @

& Extractions

PREDICTED

ol Yields

EMI.CC © 2021 Korber Pharma — info@koeber-pharma.com
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ANALYSIS

HISTORY

EMI.CC

& BATCH

IT26
AN0205/201

Series points: 6510

© 0822151

o

© 2021 Korber Pharma — info@koeber-pharma.com

| EXTRACTION

09:59

(® PROCESS MONITOR

End in 6 hours

08/23 07:32

Usage of Al
application

Classical
Validation of Al
application

Integration of
tested model in Al
application

23.03.2021

Use case

User requirements.

Process- & data
understanding

b " . | Model training

Model verification

Model test




Monitoring of Incoming Data

Trainings Corridor

EMI.CC S IT15 IT16 IT25

IT25
AN0204/201
Series points: 10616

© 0821103
© 0822103

EMI.CC © 2021 Korber Pharma — info@koeber-pharma.com
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IT26 ANALYSIS HISTORY

CORRIDOR issue

& EXTRACTION
19:42
551min
PREDICTED 19:4"

OPTIMAL 19:40

INPUT MONITOR

Finished

Use case

Monitaring of
input data and
result quality

User requirements.

Process- & data
understanding

{algritn :
Model optimization - o
P .l Model training

Model verification

Usage of Al
application

Classical
Validation of Al
application

Integration of
tested model in Al
application

INPUT MONITOR

Finished

23.03.2021 24



Monitoring of Result Quality

Classical
Validation of Al
application

Compare predicted yield with actual yield

NUMBER OF BATCHES: o

SPC: Result Quality KPI

Initiated Retraining if
Result Quality shows a
trend
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Summary

 To create trust in Al needs more than classical validation
« Quality of data is most important
« Al model validation is focused on model selection and training

« Real time monitoring is needed to check input and output data continuously
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Thank you for your interest

SUESIONS | gt

KORBER wega Breakfast Al in GxP environment

Rolf Blumenthal
rolf.blumenthal@werum.com
+49 4131 8900-400
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